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Sejarah Artikel: 
 

ABSTRACT 
Diabetes mellitus is classified as a chronic disease with increasing prevalence and the 

potential to cause various health complications. Therefore, a method capable of predicting 

diabetes risk early is needed. This study focuses on the implementation of the Neural Network 

method to predict the potential for diabetes using the Pima Indians Diabetes dataset sourced 

from the Kaggle platform. The dataset includes eight medical variables, including: pregnancy 

history, blood glucose concentration, blood pressure level, skinfold thickness, insulin level, 

Body Mass Index (BMI), diabetes family history, and age. The research procedure includes 

the initial dataset processing phase, separation of the dataset into training and testing 

segments, construction of a Neural Network model based on Multilayer Perceptron 

architecture, and assessment of model performance through the Root Mean Squared Error 

(RMSE) metric. Model implementation was carried out using RapidMiner software. The test 

results showed that the Neural Network model produced an RMSE value of 0.440, which 

indicates a relatively low level of prediction error. Thus, the Neural Network algorithm is 

considered effective in predicting diabetes risk and has the potential to be used as a decision-

making tool for early detection. 

 

Keywords: diabetes mellitus, neural network, RapidMiner, RMSE. 

 

ABSTRAK 
Diabetes mellitus digolongkan penyakit kronis dengan prevalensi yang semakin bertambah 

dan berpotensi menyebabkan berbagai komplikasi kesehatan. Oleh karena itu, diperlukan 

metode yang mampu memprediksi risiko diabetes secara dini. Studi ini difokuskan pada 

implementasi metode Neural Network untuk melakukan prediksi terhadap potensi penyakit 

diabetes dengan memanfaatkan kumpulan data Pima Indians Diabetes yang bersumber dari 

platform Kaggle. Kumpulan data tersebut mencakup delapan variabel medis, di antaranya: 

riwayat kehamilan, konsentrasi glukosa dalam darah, level tekanan darah, dimensi lipatan 

kulit, level insulin, Body Mass Index (BMI), fungsi silsilah diabetes, serta faktor usia. 

Prosedur riset mencakup fase pengolahan awal dataset, pemisahan dataset ke dalam segmen 

pelatihan dan pengujian, konstruksi model Neural Network berbasis arsitektur Multilayer 

Perceptron, dan penilaian performa model melalui metrik Root Mean Squared Error (RMSE). 

Implementasi model dilakukan dengan menggunakan perangkat lunak RapidMiner. Hasil 

pengujian menunjukkan bahwa model Neural Network menghasilkan nilai RMSE sebesar 

0,440, yang menunjukkan tingkat kesalahan prediksi yang relatif rendah. Dengan demikian, 
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algoritma Neural Network dinilai efektif dalam memprediksi risiko diabetes dan berpotensi 

digunakan sebagai alat bantu dalam pengambilan keputusan untuk deteksi dini. 

 

Kata kunci: diabetes mellitus, neural network, RapidMiner, RMSE. 
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PENDAHULUAN 

Diabetes mellitus ialah gangguan metabolism yang kronis di tunjukkan dengan glukosa yang 

terkandung dalam darah tinggi ketika tubuh bermasalah untuk memproduksi nsulin, resistensi insulin, 

serta keduanya. Kondisi Kesehatan internasional menghadapi permasalahan permasalahan yaitu penyakit 

ini sebab jumlah penderitanya terus meningkat setiap tahun. Diabetes yang tidak terdeteksi dan 

penanganan yang tidak sesuai akan mengakibatkan bermacam komplikasi serius diantaranya stroke, 

penyakit jatung, nefropati, neuropati, dan kebutaan. 

Deteksi dini risiko diabetes sangat krusial dalam menekan angka kerusakan yang lebih serta 

menambah kualitas hidup penderita. Namun, metode konvensional yang hanya mengandalkan 

pemeriksaan klinis sering kali kurang optimal dalam mengintegrasikan berbagai faktor risiko secara 

simultan. Hal ini mendorong perlunya pendekatan berbasis teknologi yang mampu mengolah data medis 

dalam jumlah besar secara efektif. 

Perkembangan teknologi data mining dan machine learning memberikan solusi dalam 

menganalisis data kesehatan yang kompleks penggunaan metode yang sering di implementasikan pada 

machine lerning di bidang kesehatan adalah Artificial Neural Network (ANN). Neural Network memiliki 

kemampuan untuk memodelkan hubungan nonlinier antar variabel, sehingga sangat sesuai untuk 

memprediksi penyakit yang dipengaruhi oleh banyak faktor, seperti diabetes mellitus. 

Dataset Pima Indians Diabetes merupakan dataset yang banyak digunakan dalam penelitian 

prediksi diabetes. Dataset ini berisi data medis perempuan keturunan Pima Indians dengan atribut klinis 

yang relevan terhadap risiko diabetes. Oleh sebab itu, kajian ini memanfaatkan dataset tersebut dalam 

rangka membangun model peramalan risiko diabetes berbasis Neural Network yang diimplementasikan 

menggunakan perangkat lunak RapidMiner. 

 

Data Mining 

Data mining yaitu Langkah Langkah untuk mengidentifikasi pola, hubungan, dan pemahaman 

baru atas data yang terkumpul data dalam jumlah banyak. Implementasi dari data mining di sektor 

Kesehatan dapat di manfaatkan  dalam meramalkan penyakit, mengidentifikasi faktor risiko, serta 

mendukung pengambilan keputusan klinis berbasis data. 

 

Neural Network 

Kompoonen ini di sebut jaringan sarang tiruan yaitu system saraf manusia yang dirancang dalam 

bentuk model komputasi. Neural Network tersusun atas lapisan input, satu serta lebih lapisan tak terlihat, 

dan lapisan keluaran. langkah pembelajaran dilakukan menggunakan algoritma backpropagation untuk 

meminimalkan kesalahan prediksi. 

 

RapidMiner 

RapidMiner merupakan perangkat lunak data mining dan machine learning yang menyediakan 

berbagai operator untuk pengolahan data, pemodelan, dan evaluasi kinerja model. RapidMiner banyak 

digunakan dalam penelitian akademik karena kemudahan penggunaan dan kemampuannya dalam 

membangun model machine learning secara visual. 
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Root Mean Squared Error (RMSE) 

Root Mean Squared Error (RMSE) merupakan  standar pengukuran yang di gunakan untuk 

menghitung nilai rata kesalahan diantara nilai nyata dengan nilai prediksi. Nilai RMSE yang bertambah 

kecil, maka kinerja model prediksi akan membaik. 

Rumus RMSE: 

 

Keterangan: 

• 𝑛: jumlah data 

• 𝑦𝑖: nilai aktual pada data ke-i 

• 𝑦̂𝑖: nilai prediksi pada data ke-i 

• (𝑦𝑖 − 𝑦̂𝑖)2: selisih kuadrat antara nilai aktual dan prediksi 

 

 

METODE PELAKSANAAN 

Tahapan Penelitian 

Secara umum, proses riset ini terdiri atas beberapa langkah utama, yaitu analisis masalah, 

pengumpulan data, prapemrosesan data, pembangunan model Neural Network, serta evaluasi kinerja 

model. Seluruh proses penelitian dilakukan menggunakan perangkat lunak RapidMiner Studio, yang 

menyediakan operator untuk pengolahan data dan implementasi algoritma machine learning secara 

terintegrasi. Alur tahapan penelitian dimulai dari proses input dataset hingga menghasilkan nilai evaluasi 

berupa Root Mean Squared Error (RMSE). 

 

Analisis Masalah 

Analisi masalah yang di ambil pada riset ini yaitu banyaknya risiko penyakit diabetes mellitus 

serta perlunya metode prediksi yang mampu mengolah banyak faktor klinis secara simultan. Metode 

konvensional sering kali kesulitan dalam menangkap hubungan nonlinier antar variabel, sehingga 

diperlukan pendekatan berbasis machine learning. Oleh karena itu, algoritma Neural Network di tetapkan 

sebab mempunya kemampuan untuk memahami pola yang rumit serta nonlinier pada data medis. 

 

Pengumpulan Data 

Penggunann data pada penelitian ini yaitu pima Indians diabetes dataset yang di himpun 

berdasarkan situs Kaggle. Dataset ini berisi data medis perempuan keturunan Pima Indians dengan usia 

minimal 21 tahun. Data bersifat kuantitatif dan digunakan untuk memprediksi status diabetes (Outcome). 

Dataset terdiri dari 768 data dengan 8 atribut input dan 1 atribut target, di mana atribut target 

menampilkan status diabetes dengan nilai  1 (diabetes) atau 0 (tidak diabetes). 

 

Atribut Dataset 

Atribut yang diimplementasikan pada riset ini di gambarkan pada table brikut ini 

Table 1. Atribut Dataset 

No Nama Atribut Keterangan 

1 Pregnancies Jumlah kehamilan 

2 Glucose Kadar glukosa darah 

3 BloodPressure Tekanan darah 

𝑹𝑴𝑺𝑬 = √
𝟏

𝒏
∑(

𝒏

𝒊=𝟏

𝒚𝒊 − 𝒚̂𝒊)𝟐 
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4 SkinThickness Ketebalan lipatan kulit 

5 Insulin Kadar insulin 

6 BMI Indeks Massa Tubuh 

7 DiabetesPedigreeFunction Riwayat diabetes dalam keluarga 

8 Age Usia 

9 Outcome Status diabetes (target) 

 

Pra-Pemrosesan Data 

Tahap prapemrosesan data merupakan langkah krusial Ketika menferivikasi kualitas data sebelum 

di implementasikan pada pelatihan model. Neural Network. Proses prapemrosesan dilakukan 

menggunakan operator-operator yang tersedia pada RapidMiner, meliputi beberapa tahap berikut. 

Data Cleaning 

Pada tahap ini dilakukan pemeriksaan terhadap nilai nol (0) pada beberapa atribut seperti, 

BloodPressure, Glucose SkinThickness, BMI, dan Insulin . Nilai nol pada atribut tersebut dianggap 

sebagai missing value, karena secara medis nilai tersebut tidak mungkin bernilai nol. Nilai yang hilang 

kemudian ditangani menggunakan teknik imputasi, yaitu dengan menggantinya menggunakan nilai rata-

rata (mean) dari masing-masing atribut. 

Normalisasi Data 

Setelah proses pembersihan data, dilakukan normalisasi data untuk memastikan setiap atribut 

beradau ntuk skala yang serupa. Uji normalisasi dijalankan melalui metode Min-Max Normalization 

sehingga nilai atribut berada dalam rentang 0 hingga 1. Normalisasi ini bertujuan untuk meningkatkan 

stabilitas dan kecepatan konvergensi algoritma Neural Network. 

Pembagian Data Training dan Data Testing 

Data hasil preprocessing mengalami partisi dengan komposisi 70% untuk keperluan training dan 

30% untuk testing. Segmen training bertugas mengoptimalkan parameter-parameter dalam arsitektur 

Neural Network, sedangkan segmen testing berperan sebagai validator independen untuk mengevaluasi 

performa model menggunakan sampel yang tidak terlibat dalam proses pembelajaran. 

 

Implementasi Algoritma Neural Network 

Pembangunan model peramalan dilakukan dengan menerapkan algoritma jaringan saraf tiruan 

yang mengadopsi struktur Multilayer Perceptron (MLP) yang tersedia pada RapidMiner. Arsitektur 

model terdiri dari lapisan input yang jumlah neuronnya sesuai dengan jumlah atribut input, satu lapisan 

tersembunyi (hidden layer), serta sebuah layer terakhir yang berfungsi memproduksi hasil prediksi 

mengenai kondisi diabetes. 

Langkah pelatihan model dijalankan menggunakan algoritma backpropagation, di mana bobot 

jaringan diperbarui secara iteratif guna memperkecil selisih di antara angka hasil perkiraan dengan angka 

sebenarnya. Fungsi aktivasi digunakan untuk memodelkan hubungan nonlinier antar variabel input. 

 

Penerapan Model 

Setelah model Neural Network selesai dilatih menggunakan data training, model tersebut 

digunakan untuk data testing melalui operator Apply Model pada RapidMiner. Tahap ini bertujuan untuk 

menghasilkan nilai prediksi berdasarkan data yang diuji dan menilai kapasitas model dalam melakukan 
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prediksi pada dataset yang belum pernah ditemui sebelumnya. Output dari tahap ini berupa nilai prediksi 

yang selanjutnya digunakan dalam proses evaluasi kinerja model. 

 

 
 

 

 

 

Evaluasi Model 

Evaluasi kinerja model dijalankan dengan cara operator Performance (Regression) pada 

RapidMiner. Studi ini mengadopsi Root Mean Squared Error (RMSE) sebagai parameter penilaian untuk 

mengkalkulasi rerata deviasi kuadrat antara hasil estimasi dengan data observasi sebenarnya. 

 

 

 

 

 

 

 

 

Berdasarkan hasil evaluasi, diperoleh nilai root mean squared error sebesar 0,440 ± 0,000. Nilai 

tersebut mengungkapkan bahwa tingkat kekeliruan ramalan model Neural Network relatif rendah. 

2.9 Root Mean Squared Error (RMSE) 

Perhitungan Root Mean Squared Error (RMSE) dilakukan dengan mengaplikasikan formula 

berikut: 

𝑹𝑴𝑺𝑬 = √
𝟏

𝒏
∑(

𝒏

𝒊=𝟏

𝒚𝒊 − 𝒚̂𝒊)𝟐 

 

Keterangan: 

• 𝑛: jumlah data 

• 𝑦𝑖: nilai aktual pada data ke-i 

• 𝑦̂𝑖: nilai prediksi pada data ke-i 

• (𝑦𝑖 − 𝑦̂𝑖)2: selisih kuadrat antara nilai aktual dan prediksi 

 

Gambar 1. Hasil Prediksi RapidMiner 

(sumber: pribadi, 2025) 

Gambar 2. Hasil RMSE 

(sumber: pribadi, 2025) 
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HASIL DAN PEMBAHASAN 

Segmen analisis data dan diskusi dapat diuraikan menjadi beberapa topik turunan. Penyajian 

analisis wajib menyediakan penjelasan yang akurat dan komprehensif terkait penemuan studi, pemaknaan 

peneliti atas data yang diperoleh, serta kesimpulan yang bisa dirumuskan. 

Hasil pengujian menunjukkan bahwa model Neural Network yang dibangun menggunakan dataset Pima 

Indians Diabetes mampu mempelajari pola hubungan antar variabel klinis dengan baik. Hal tersebut 

diperlihatkan dari nilai kesalahan prediksi yang relatif rendah pada data training serta performa yang 

stabil ketika model diterapkan pada data testing. Konsistensi hasil prediksi antara data training dan 

evaluasi membuktikan model dapat melakukan generalisasi secara efektif dan terbebas dari masalah 

overfitting secara signifikan. 

Model Neural Network dilatih menggunakan data training untuk mengenali pola kompleks dan hubungan 

nonlinier antar atribut seperti kadar glukosa darah, indeks massa tubuh (BMI), usia, dan riwayat 

kehamilan terhadap risiko diabetes. Tahap berikutnya melibatkan pengujian model dengan dataset yang 

tidak digunakan saat pelatihan guna mengukur performanya secara independen. Perbandingan dilakukan 

antara hasil prediksi dengan nilai sebenarnya pada data testing menunjukkan selisih yang relatif konsisten, 

sehingga model dapat dikatakan mampu melakukan prediksi risiko diabetes secara akurat berdasarkan 

pola yang telah dipelajari. 

 

Data Training 

Tahap data training merupakan proses utama di mana model Neural Network melakukan 

pembelajaran terhadap pola data. Pada tahap ini, sekitar 70% dari total dataset digunakan sebagai data 

training. Data training berfungsi untuk menyesuaikan bobot dan bias pada jaringan saraf tiruan melalui 

proses pembelajaran berbasis algoritma backpropagation. 

Selama proses training, model mempelajari pengaruh masing-masing atribut input terhadap status 

diabetes (Outcome). Atribut-atribut klinis seperti Glucose, BMI, Age, dan Diabetes Pedigree Function 

memiliki kontribusi yang signifikan dalam pembentukan pola prediksi. Proses pembelajaran berlangsung 

secara iteratif hingga model mencapai tingkat kesalahan minimum yang stabil. 

Table 2. Data Training 

 
 

Data Testing 

Data testing merupakan bagian dataset yang berfungsi mengevaluasi performa model terhadap 

data yang tidak dikenal sebelumnya. Sekitar 30% dari total dataset digunakan sebagai data testing dan 

tidak dilibatkan dalam proses pelatihan model. Hal ini dilakukan untuk mengonfirmasi bahwa model 

benar-benar memahami pola data, sehingga dapat memprediksi informasi baru dengan akurat. 

Hasil pengujian pada data testing mengungkapkan bahwa model Neural Network dapat 

mempertahankan performa yang stabil. Selisih diantara nilai actual serta nilai prediksi pada data testing 

cenderung rendah dan konsisten, sehingga menunjukkan bahwa model dapat menggeneralisasi pola 

 

Pregnancies Glucose BloodPressure SkinThickness Insulin BMI DiabetesPedigreeFunction Age Outcome 

6 148 72 35 0 33.6 0.627 50 1 

1 85 66 29 0 26.6 0.351 31 0 

8 183 64 0 0 23.3 0.672 32 1 

1 89 66 23 94 28.1 0.167 21 0 

0 137 40 35 168 43.1 2.288 33 1 
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dengan baik. Dengan performa tersebut, model dinilai cukup andal untuk digunakan dalam proses 

prediksi risiko diabetes. 

Tabel 3. Data Testing 

 

 

Implementasi Algoritma Neural Network 

Implementasi algoritma Neural Network dalam penelitian ini menggunakan arsitektur Multilayer 

Perceptron (MLP) yang tersedia pada perangkat lunak RapidMiner. Model terdiri dari lapisan input yang 

menerima delapan atribut klinis, satu lapisan tersembunyi (hidden layer) yang berfungsi untuk 

mempelajari hubungan nonlinier antar variabel, serta satu lapisan keluaran yang menciptakan nilai 

prediksi risiko diabetes. 

Proses pelatihan dijalankan menggunakan algoritma backpropagation, di mana bobot jaringan 

diperbarui secara bertahap untuk meminimalkan kesalahan prediksi. Fungsi aktivasi digunakan untuk 

memungkinkan jaringan memodelkan hubungan yang kompleks dan nonlinier pada data medis. 

Implementasi ini memungkinkan Neural Network menangkap pola tersembunyi yang sulit diidentifikasi 

menggunakan metode statistik konvensional. 

 

Evaluasi dan Pengujian Model 

Tahap evaluasi dan pengujian model bertujuan untuk menilai kinerja model Neural Network 

secara kuantitatif. Evaluasi dilakukan menggunakan operator Performance (Regression) pada 

RapidMiner, dengan Root Mean Squared Error (RMSE) menjadi metrik utama dalam penelitian ini. 

RMSE menghitung rerata magnitude error antara output prediksi model dengan nilai sebenarnya di 

dataset pengujian. 

Hasil evaluasi mengidentifikasi bahwa model mampu mempertahankan tingkat kesalahan yang 

relatif rendah pada data testing. Hal ini mengindikasikan bahwa model mempunyai keahlian prediksi yang 

stabil dan dapat diandalkan dalam memprediksi risiko diabetes berdasarkan data klinis. 

 

 

 
 

Pregnancies Glucose BloodPressure SkinThickness Insulin BMI DiabetesPedigreeFunction Age Outcome 

9 120 72 22 56 20.8 0.733 48 0 

1 71 62 0 0 21.8 0.416 26 0 

8 74 70 40 49 35.3 0.705 39 0 

5 88 78 30 0 27.6 0.258 37 0 

10 115 98 0 0 24.0 1.022 34 0 

Gambar 2. Hasil RMSE 

(sumber: pribadi, 2025) 
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Root Mean Squared Error (RMSE) 

Root Mean Squared Error (RMSE) digunakan sebagai indikator kunci untuk mengukur performa 

model Neural Network. RMSE menghitung akar dari rata-rata kuadrat selisih antara nilai aktual dengan 

nilai prediksi. Nilai RMSE yang lebih kecil menunjukkan kinerja model yang lebih baik dalam 

memprediksi nilai target. 

Berdasarkan hasil pengujian menggunakan RapidMiner, diperoleh nilai: 

RMSE = 0,440 ± 0,000 

Nilai RMSE tersebut menunjukkan bahwa rata-rata kekeliruan prediksi model relatif rendah serta 

stabil. Stabilitas nilai RMSE yang ditunjukkan oleh deviasi sebesar ± 0,000 mengindikasikan bahwa 

model memberikan hasil prediksi yang konsisten pada data uji. Secara matematis, RMSE dihitung 

menggunakan persamaan sebagai berikut: 

 

𝑹𝑴𝑺𝑬 = √
𝟏

𝒏
∑(

𝒏

𝒊=𝟏

𝒚𝒊 − 𝒚̂𝒊)𝟐 

 

Keterangan: 

 

• 𝑦𝑖 adalah nilai aktual  

• 𝑦̂𝑖 adalah nilai prediksi  

• 𝑛 adalah jumlah data 

Dalam penelitian ini, nilai RMSE sebesar 0,440 menunjukkan bahwa selisih rata-rata antara nilai 

prediksi risiko diabetes dan nilai aktual berada pada tingkat yang masih dapat diterima untuk aplikasi 

prediksi medis. 

 

PerformanceVector 

PerformanceVector yang dihasilkan oleh RapidMiner menyajikan ringkasan kinerja model Neural 

Network secara keseluruhan. Output PerformanceVector menunjukkan nilai RMSE sebesar 0,440 sebagai 

metrik utama evaluasi. Nilai ini mencerminkan tingkat kesalahan rata-rata model dalam memprediksi 

status diabetes. 

Berdasarkan hasil PerformanceVector, dapat disimpulkan bahwa model Neural Network yang 

dibangun mampu memodelkan hubungan nonlinier antar variabel klinis dengan cukup baik. Meskipun 

masih terdapat kesalahan prediksi, nilai RMSE yang diperoleh menunjukkan bahwa model memiliki 

potensi untuk dikembangkan lebih lanjut sebagai alat bantu prediksi risiko diabetes dalam bidang 

kesehatan. 
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KESIMPULAN 

Kesimpulan yang diperoleh dari studi ini memperlihatkan bahwa pendekatan Neural Network 

berhasil diimplementasikan untuk memprediksi risiko diabetes mellitus menggunakan dataset Pima 

Indians Diabetes. Proses penelitian yang meliputi tahap prapemrosesan data, pembagian data data testing 

dan training, model yang dibangun, serta evaluasi kinerja model telah berjalan dengan baik menggunakan 

perangkat lunak RapidMiner. 

Hasil pengujian model menunjukkan bahwa Neural Network mampu mempelajari pola hubungan 

nonlinier antar atribut klinis, seperti kadar glukosa darah, indeks massa tubuh (BMI), usia, dan riwayat 

diabetes dalam keluarga terhadap status diabetes. Hal ini ditunjukkan oleh nilai Root Mean Squared Error 

(RMSE) yaitu 0,440 ± 0,000, yang menandakan bahwa tingkat kesalahan prediksi model relatif rendah 

dan stabil. 

Penggunaan RapidMiner memberikan kemudahan dalam proses implementasi algoritma Neural 

Network karena seluruh tahapan pemodelan dan evaluasi dapat dilakukan secara terintegrasi. Dengan 

konfigurasi parameter yang tepat, model Neural Network yang dibangun mampu menghasilkan performa 

yang konsisten pada data uji, sehingga memiliki kemampuan generalisasi yang cukup baik. 

Namun demikian, studi ini tidak terlepas dari beberapa kelemahan, di antaranya penggunaan satu 

arsitektur Neural Network dan satu metrik evaluasi. Riset mendatang sebaiknya mengeksplorasi 

penyempurnaan parameter secara lebih komprehensif, menambah jumlah lapisan tersembunyi, serta 

membandingkan kinerja Neural Network dengan metode machine learning lainnya guna memperoleh 

hasil prediksi yang lebih optimal. 

Secara keseluruhan, hasil penelitian ini menunjukkan bahwa algoritma Neural Network 

berpotensi digunakan sebagai alat bantu pendukung keputusan dalam memprediksi risiko diabetes 

mellitus, khususnya dalam upaya deteksi dini berbasis data klinis. 
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